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Abstract—The continued scaling of integrated circuit tech-
nologies, along with the increased design complexity, has exacer-
bated the challenges associated with manufacturability and yield.
In today’s semiconductor manufacturing, lithography plays a
fundamental role in printing design patterns on silicon. However,
the growing complexity and variation of the manufacturing
process have tremendously increased the lithography modeling
and simulation cost. Besides, both the role and cost of resolution
enhancement techniques (RETs) — now indispensable in the
design process — have increased. Parallel to these developments
are the recent advancements in Machine Learning (ML) which
have provided a far-reaching data-driven perspective for prob-
lem solving. In this work, we shed light on the recent Deep
Learning (DL) based approaches that have provided a new lens
to examine traditional manufacturability and yield challenges.
We present lithography modeling and simulation techniques,
leveraging advanced learning paradigms, which have demon-
strated unprecedented efficiency. Moreover, we demonstrate the
role DL can play in advancing RETs by presenting its successful
application in assist feature generation. Also critical to yield
is the post fabrication wafer map defect analysis step which
our work tackles using a novel confidence-aware deep learning
scheme. This paper further discusses the future prospects of
DL-based approaches in the scope of circuits manufacturability
and yield.

I. INTRODUCTION

As the integrated circuits (IC) technologies continues to
scale deep into the sub-micron region, the gap between
design expectation and manufacturing capability continues to
widen [1]. Hence, the challenges associated with retaining the
robustness of state-of-the-art designs continue to exacerbate.

Of particular significance in this regard is the role lithogra-
phy plays in printing design patterns on silicon [1]. However,
the growing complexity and variation of the manufactur-
ing process have tremendously increased the lithography
modeling and simulation cost. This has also results in the
increase of both the role and cost of resolution enhancement
techniques (RETs) which have become indispensable in the
design process. These challenges in the manufacturing process
have imposed a heavy burden on the post fabrication defect
analysis which is a critical step for yield improvement.

In practice, the drive for extreme scaling and advanced
chip complexities has been driven in part by the immense
computational demand in today’s applications, and machine
learning (ML) frameworks are definitely topping the list of
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such applications. Recent advances in machine learning in
general, and deep learning in particular, have dramatically
altered the perception of computing through providing a far-
reaching data-driven perspective for problem solving. Thus,
experts in all fields of study have been re-examining, through
the new lens of machine learning, different problems that
traditional computing paradigms were ill-equipped to handle.
In fact, with new successes and adoption in many domains,
deep learning has been rapidly infiltrating into diverse fields
[21-[5].

Despite the fact that DL has become among the applications
imposing the newest challenges on IC manufacturing process,
recent research has shown that this process has as well taken
its fair share from the prosperous DL revolution. ML has
recently attracted a lot of attention in the IC manufacturing
community, a fact that is clearly reflected by the numerous
applications of DL recently proposed to address challenges in
the field. These applications span different tasks and leverage
every branch of ML towards advancing the field [2], [6], [7].

In this paper, we present our recent applications of DL
for VLSI manufacturability and yield. At the lithography
level, and to bypass the cost-intensive and time-consuming
experimental verification, the semiconductor industry has
relied on lithography simulation for process development and
performance verification [8], [9]. However, the steady de-
crease of the feature sizes along with the growing complexity
and variation of the manufacturing process have tremendously
increased the lithography modeling complexity and prolonged
the already-slow simulation procedure. Considering the fact
that machine learning based approaches have demonstrated
superior efficacy in a particular stage during lithography
modeling [10], [11], we have recently proposed LithoGAN
[12] as a novel end-to-end lithography modeling framework
based on conditional generative adversarial network (CGAN)
that has demonstrated tremendous success in computer vision
over the past few years [13]-[17].

LithoGAN has demonstrated impressive efficiency for
lithography modeling considering a thin mask model for
topography effects. This scope has been further extended with
our TEMPO framework [18] that was proposed as a novel
thick mask effect modeling framework using a single, one-
fits-all model capable of predicting aerial image intensity at
different resist heights.

Moreover, the stringent lithography criteria have made
the RET techniques indispensable, yet more challenging and
computationally expensive. Here also, DL can be used to
advance RETs by presenting its successful application in
sub-resolution assist feature (SRAF) generation which is a
key RET adopted to improve the target pattern quality and
lithographic process window. In our recent work [19], a
novel formulation for SRAF generation was proposed to cast
the problem as a domain transfer task. Then, GAN-SRAF



was proposed for efficient SRAF insertion leveraging recent
advancements in generative adversarial learning.

At the post fabrication stage, wafer defect detection is an
instrumental step in yield analysis where missed defects can
significantly affect the production yield. Once again, machine
learning has been proposed to address this challenge. In our
work, we tackle this challenge with a new focus on trust-
awareness predictions by proposing a deep selective learning
framework for wafer defect detection [20]. The key idea is to
equip the model with an integrated reject option which can be
leveraged to reduce the misclassification risk for the model,
new defect detection, data change detection, and resource
allocation.

The details of the aforementioned deep learning frame-
works for VLSI manufacturability and yield will be covered
in this paper along with future directions. We first review
the necessary background about machine learning models and
applications in Section II. Next, we present our contributions
at the lithography level, LithoGAN and TEMPO, in Section
IIT and then present our SRAF generation scheme, GAN-
SRAF, in Section IV. Section V covers the detail of our trust-
aware model for wafer map defect detection. In Section VI,
we reflect on the impact of these applications, future works,
and conclusions.

II. BACKGROUND

In this section, we review the background of the state-of-
the-art learning models that have been recently adopted to
address challenges in manufacturability and yield. We first
review the current status of machine learning applications
in electronic design automation (EDA), and then present the
necessary background for some machine learning models used
in our work.

A. Machine Learning in EDA

In addition to its applications in VLSI manufacturability
and yield, which is the main scope of this work, ML has
been infiltrating into almost all stages of the VLSI design
cycle. At the circuit synthesis level, ML has been used for
circuit modeling and optimization especially for analog and
mixed signal designs [21]-[23].

It was also adopted in physical design for better design
quality and faster convergence [24]. For placement, ML
has been used for datapath placement [25], and routability
optimization [26]-[28]. Besides, the ML-inspired placement
framework, DREAMPlace [29], has demonstrated unprece-
dented acceleration for the placement process. Moreover, ML
has been used for routing guidance [30] and routing violation
detection [28].

This wide range of applications of ML in EDA demon-
strates the key role ML is playing in the field through pro-
viding a new perspective to re-examine traditional problems
in VLSI design. In this paper, we focus on applications of DL
in VLSI manufacturability and yield which have demonstrated
impressive results in terms of efficiency and performance.

B. Generative Adversarial Networks

Generative adversarial networks have been adopted in a
wide range of applications in VLSI design. In this section,
we review the necessary background for these models that
we will build upon in the following sections of this paper.

Generative adversarial networks (GANs) were proposed as
generative models that learn a mapping from a random noise

vector z to an output y, G : z — y [13]. The architecture of
a GAN is composed of two main components: the generator
and the discriminator. The generator G is trained to produce
samples based on an input noise vector z that cannot be
distinguished from “real” images by an adversarially trained
discriminator, D, which is trained to do as well as possible
at detecting the generator “fakes” [13].

The conventional generator in a GAN is basically an
encoder-decoder scheme similar to that in an AE where the
input is passed through a series of layers that progressively
downsamples it (i.e, encoding), until a bottleneck layer, at
which point the process is reversed (i.e, decoding) [13], [31],
[32]. On the other hand, the discriminator is a convolutional
neural network whose objective is to classify ‘fake’ and ‘real’
images. Hence, its structure differs from that of the generator
and resembles a typical two-class classification network [13],
[31], [32]. This adversarial scheme is represented in the
objective function given as:

miGn max E;[log D(z)] + E.[log (1 — D(G(2)))], (1)

where D(e) represents the probability of a sample being real;
i.e., not generated by G.

After training, the generator part of the GAN is used to
generate new samples using random noise vectors while the
discriminator is discarded as it is only needed for the training
process [13], [31], [32].

In literature, different versions of GANSs, tailored towards
specific domain and applications, were proposed especially
for image related tasks. Among these are the CGANs which,
in contrast with original GANs, learn a mapping from an
observed image x and random noise vector z, to y, G :
{z, 2} — y. Technically, CGANs have changed the objective
from a pure generative one to a domain-transfer task capable
of establishing a mapping between images in different do-
mains. Its applications span different domains ranging form
image coloring to aerial to map, edge to photo translations,
and medical applications among others [12], [30], [33]-[36]

As an example, the architecture of the CGAN used in the
LithoGAN framework is shown in fig. 1 where G translates an
image from the layout domain to the resist shape domain, and
D examines image pairs to detect fake ones (further details
about this application are presented in III-A). Mathematically,
one form of a loss function used for training the CGAN can
be given as [15], [31]:

Lecan(G, D) = Ey yllog D(z,y)]
+ E;zlog (1 - D(z,G(x,2)))] (2
+ AE, . 4 l(y, G(z, 2)),
where z is a sample in the input domain and y is its corre-
sponding sample in the output domain. Comparing equations
(1) and (2), one can notice the addition of the loss term
which penalizes the difference between the generated sample
G(z,z) and its corresponding golden reference y. Different
loss functions are adopted in different CGAN models includ-
ing ¢1-norm and {5-norm.

III. LITHOGRAPHY MODELING AND SIMULATION

Lithography is one of the key stages in VLSI manufac-
turing. In fact, it was among the first venues were ma-
chine learning has been introduced in the VLSI flow with
machine learning based hotspot detection techniques [37]-
[41]. However, with recent advancement in DL research, new
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Fig. 1 CGAN for lithography modeling [12]

applications for DL in lithography have been recently studied.
In particular, lithography modeling and simulation are of
particular importance due to their exorbitant computational
cost. In this section, we will introduce how deep learning can
help accelerate lithography steps and facilitate design closure.

A. LithoGAN

During the lithography process, a designed mask pattern
is transferred into a resist pattern on the top surface of a
semiconductor wafer [1], [42]. The semiconductor industry
has relied on lithography simulation for process development
and performance verification. Rigorous lithography simula-
tion precisely simulates the physical effects of materials but is
computationally expensive. Therefore, compact models stand
as a speedup alternative to rigorous computation with a small
sacrifice in accuracy, which enables its wide application for
lithography verification.

Fig. 5 shows a typical flow of lithography simulation.
First, an aerial image is calculated from a mask pattern
using a compact optical model. Then a resist model is
used to determine the locally varying slicing thresholds [43].
The thresholds are processed through extrapolation together
with the corresponding aerial image to evaluate the critical
dimension (CD) of the printed patterns.

Machine learning-based techniques have been proposed
as a substitute for compact models for better simulation
quality [2], [10], [11], [44]. [44] proposed an artificial neural
network (ANN) for resist height prediction. [10] proposed a
convolutional neural network (CNN) model that predicts the
slicing thresholds in aerial images accurately. Recently, [11]
proposed a transfer learning model to cope with the deficiency
in the manufacturing data at advanced technology nodes.

These machine learning-based resist modeling techniques
still suffer from an exorbitant computational cost while pro-
viding partial modeling schemes that rely heavily on pre-
and post-processing procedures. For this purpose, we propose
an end-to-end lithography modeling framework, LithoGAN,
to directly map mask patterns to resist patterns by utilizing
CGAN [12]. The input domain is the mask designs converted
to red-green-blue (RGB) images, where the target contact
of interest is encoded into the green channel, neighboring
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Fig. 2 Conventional lithography simulation flow consisting
of multiple stages and the proposed LithoGAN flow [12]
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Fig. 3 LithoGAN framework [12].

contacts are encoded into the red channel, and SRAFs are
encoded into the blue channel as shown in fig. 3. The output
of CGAN is the zoomed-in resist patterns corresponding to
the center contact.

For traditional computer vision tasks, the locations of the
objects in the generated image are not a major concern. For
example, when trained on car images, the output of the GAN
is judged upon based on the quality of an image as seen by
a human while neglecting the exact location of the car in
the image. However, for the lithography modeling task, the
location of the generated resist pattern is as important as the
shape of the pattern.

Therefore, as illustrated in fig. 3, there are two data paths
in LithoGAN, where the shape and the location of the resist
pattern are predicted separately. In the first path, a trained
CGAN model is utilized to predict the shape of the resist
pattern. During training, the golden pattern is re-centered at
the center of the image, and the coordinates of the original
center are saved for CNN training. In other words, the model
is trained to predict resist patterns that are always centered at
the center of the images. On the other hand, the second path
is composed of a convolutional neural network (CNN) trained
to predict the center of the resist pattern based on the mask
image. Here the center refers to the center of the bounding box
enclosing the resist pattern. They are combined in the last step
before output: the image generated by CGAN is adjusted by
recentering the resist shape based on the coordinates predicted
from the CNN.

Our experimental results reported in [12] demonstrates
that LithoGAN can achieve ~1800x runtime reduction when
compared to rigorous simulation, while obtaining resist pat-
tern results that fall within the accepted lithography range.
Sample results are shown in fig. 4 where the resist patterns

are accurately predicted.

(a) (b)

Fig. 4 (a) Mask pattern input and (c) LithoGAN output.
Each row represents one clip example. The golden contour is
outlined in black. The prediction pattern is filled with green
and outlined in red.
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Fig. 5 (a) Proposed Scheme 1 for high efficiency and (b)
Scheme 2 for high accuracy in TEMPO.

B. TEMPO

The continuous device scaling has posed the mask to-
pography effects among the major challenges in lithography
modeling. When the feature sizes start to be comparable to the
wavelength, the widely-used thin mask approximation is no
longer adequate with the increasingly pronounced impacts of
thick mask effects on the lithography imaging [45]-[47]. The
failure to consider mask topography effects in lithography
modeling could lead to critical dimension (CD) error and
focus shift, resulting in the shrinkage of process window and
the decrease of the image quality and the process robustness.

In a rigorous thick mask simulation flow, the simulator
takes as input a mask pattern and generates the correspond-
ing aerial image. While such an approach is the common
practice today, its inordinate runtime hinders its application
in the early stages of the process development and mask
optimizations. Recently, advances in machine learning have
been leveraged to devise new mask modeling techniques [48],
[49]. These machine learning approaches rely on conventional
modeling techniques that require intensive feature engineering
and depend heavily on post-processing methods which affect
the model accuracy.

In [18], we propose TEMPO as a fast modeling framework
that can significantly speed up the thick mask modeling. In
practice, TEMPO provides in one of its schemes a CGAN
model capable of mimicking the rigorous simulation process
with orders of magnitude speedup as shown in Figure 5a.
For applications with high accuracy requirements, TEMPO
provides an alternative framework, namely Scheme 2 shown
in Figure 5b. As a first step, TEMPO in Scheme 2 runs a fast
thin mask model to generate aerial images assuming no mask
topography effect, and the output aerial image is used along
with the mask pattern as the input to the CGAN model. In this
way, the aerial image given by the thin mask model provides
the CGAN model with additional information not present in
the mask pattern image, and hence improves its accuracy.

In lithography simulation, an accurate 3D view of aerial
images at different resist heights is crucial to evaluate cross-
section views of the resist pattern. Image translation using
CGAN was proposed as a means for domain transfer between
two distinct domains. However, aerial image generation re-
quires domain transfer from the single mask pattern domain
to multiple resist height domains. For aerial image generation
and other similar tasks, the most straightforward option is
to train multiple domain-to-domain models. So, for m target
domains, m such models are needed. Clearly, the approach
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Fig. 6 Overview of the TEMPO model.

of building individual models has multiple drawbacks. Most
evident is the size of the model that scales with the number of
target domains. Besides, when assuming that different target
domains are independent, an opportunity for information
sharing between those slightly different tasks for different
resist heights is missed. In fact, there usually exist global
features that can be learned from images of all domains,
especially for the case of 3D aerial image generation, where
differences in target domains are only slight shifts in image
intensity. Without information sharing, each generator cannot
fully utilize the entire training data and can only learn from
mask and one target domain out of m available.

We propose within TEMPO a new one-fits-all model where
a one-hot encoding vector of length m carrying the target
domain information is appended to the latent space repre-
sentation in the bottleneck layer, as shown in Figure 6. This
way, the information is appended at a critical location in the
generator where it can guide the output image generation
while having a compact representation. For the design of
discriminator, compared to that used in StarGAN [50] where
each one extra input channel is needed for each domain for
multi-domain translation, the encoding scheme in TEMPO
requires only a single channel for all the domains. This can
significantly improve the scalability of TEMPO when faced
with a significant increase in the number of target domains.

Compared to other models with the same objective, our
proposed model is the most compact given the novel target
domain encoding used in both the generator and discriminator
networks. Compared to having individual bi-domain models,
our model is better positioned to learn global features effec-
tively through across-domain information sharing. Besides,
success to fully utilize training data in TEMPO enhances the
quality of generated images and introduces a lower risk of
overfitting. Hence, with the information-sharing scheme in
TEMPO, a significant accuracy improvement is achieved.

Our results presented in [18] shows that TEMPO gives
smaller root mean square error (RMSE) and CD errors when
compared with the baseline with multiple individual GAN
models, which further demonstrates the advantages of our
one-fits-all approach. Besides, the two schemes in TEMPO
obtain 1170x and 27x speedup when compared with rigorous
simulation while achieving satisfactory performance in aerial
image quality and critical dimension fidelity.



IV. GAN-SRAF

Sub-resolution assist feature generation is a key RET to
improve the target pattern quality and lithographic process
window. These assist features are not actually printed; instead,
the SRAF patterns would deliver light to the positions of tar-
get patterns at proper phase which can improve the robustness
of target printing to lithographic variations [51].

In literature, different SRAF generation approaches have
been proposed and adopted. On one hand, there are rule-
based approaches that can achieve acceptable accuracy within
short execution time for simple designs and regular target
patterns; yet fall short of handling complex shapes [52], [53].
On the other hand, model-based SRAF generation methods
have been proposed relying on either simulated aerial images
to seed the SRAF generation [54], [55], or inverse lithography
technology (ILT) to compute the image contour and guide
the SRAF generation [56]. Despite better lithographic perfor-
mance compared to the rule-based approach, the model-based
SRAF generation is very time-consuming [51].

Xu et al [51] introduced machine learning to tackle the
problem of SRAF insertion more efficiently [2], [51]. The
proposed method relies on SRAF features extraction with
local sampling scheme to obtain the optimal SRAF map. This
approach has achieved 10x speedup compared to model-based
approaches with comparable quality [51].

Although this approach has demonstrated significant
speedup compared to model-based approaches while achiev-
ing comparable results in terms of process variation band,
there is still significant room for improvement by leveraging
recent advancement in the field of image processing in
computer vision [15], [31]. Recently, we proposed two GAN
schemes to address the SRAF generation task [19]. In the first,
we propose to use CGAN for SRAF generation by casting the
problem into an image translation task where the two images
domains are: (i) original layout and (ii) layout with SRAFs.
Hence, generating an SRAF scheme for a particular layout
can be seen as translating the layout image from the first
domain (i.e., original layout) to the second domain (i.e., layout
with SRAFs). Towards this goal, a set of paired images (i.e.
original layout with no SRAF paired with the corresponding
layout after SRAF insertion) is provided for the network to
learn the desired translation.

While this approach is adequate for cases where paired
data is available, we also propose an alternative GAN scheme
that handles the case where data is available but is not
necessarily paired. In practice, the availability of adequate
training datasets is one of the major challenges facing ma-
chine learning models. Therefore, and knowing that paired
data may not be available especially at the early stages
in IC technology nodes, we propose an SRAF insertion
scheme featuring an unpaired image-to-image translation. Our
proposed model, inspired by the Cycle Generative Adversarial
architecture (CyGAN) [17] learns simultaneously a two-way
image translation using unpaired data. Unlike the CGAN
scheme where paired data is used to learn a one-way trans-
lation, CyGAN - as the name implies - uses a cycle scheme
to learn two-way translation using unpaired data. In practice,
two parallel translation models are trained where the objective
is to reconstruct an image after undergoing two translations:
(i) from native domain to the other domain, then (ii) back
to the native domain. Such reconstruction will be accurate
for both domains when both translation tasks are accurate.

(@) (b)

Fig. 7 Multi-channel heatmaps encoding process where (a)
shows an original layout representation and (b) shows the
encoded representation [35].
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Fig. 8 CGAN-based GAN-SRAF flow [19].

Hence, this learning scheme uses a cycle translation to learn
the mapping using unpaired images.

Both of the proposed GAN schemes require casting the
layout information into image format. However, direct image
representation of layout is not suitable for the SRAF gener-
ation using GANs due to two major limitations. First, GANs
exhibit inherent limitation in detecting sharp edges and are
not guaranteed to generate ‘clean’ rectangular shapes for the
SRAFs [57]. In addition, extracting the SRAF information
from the image to be mapped back to the layout file can be
prohibitively expensive. Hence, a special encoding scheme,
typically used in keypoint estimation [58], [59], is proposed
in [35] to overcome the aforementioned limitations. The
proposed scheme is based on multi-channel heatmaps which
associates each object type with one channel in the image
[59], [60]. An example of such encoding is shown in fig. 7
where an original layout is shown in fig. 7a and the multi-
channel heatmap representation is shown in fig. 7b. In this
example, the number of channels is set to 3 to visualize
the encoded representation through an RGB image: (i) target
patterns (in red), (ii) horizontal SRAFs (in green) and (ii)
vertical SRAFs (in blue).

This encoding has two main advantages: (i) no sharp edges
in the image representation, and (ii) images generated by the
GAN models can be easily mapped back to layout files using a
fast custom CUDA accelerator for the decoding scheme [35].
The CGAN model and CyGAN model used in GAN-SRAF
are shown in fig. 8 and fig. 9. In fig. 9, red and green arrows
represent the two arcs in the cycle translation with each arc
representing a translation from one domain to another.

Our results presented in [19] show that GAN-SRAF can
achieve 14x reduction in runtime compared to the work
in [51] (LS_SVM) and 144x when compared to model
based (MB) approaches while achieving comparable results.
A summary of the results is shown in table I where process
variation (PV) band and edge placement error (EPE) results



No SRAF MB LS_SVM | CGAN | CyGAN
(*01?8;)??%2) 3.354 2.845 3.009 2916 2.773
PV band ratio 1 0.848 0.897 0.869 0.827
EPE (nm) 3.9287 0.5270 0.5067 0.5410 0.5721
EPE ratio 1 0.134 0.129 0.138 0.146
Runtime (sec) 6910 700 48 45

TABLE I The comparison of evaluation metrics and run
time across different SRAF generation schemes is shown.
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Fig. 9 CyGAN-based GAN-SRAF flow [19].

are reported in addition to the runtime.

V. WAFER MAP DEFECT CLASSIFICATION

A critical first step towards improving yield during the
IC design cycle is to identify the underlying factors that
contribute most to yield loss, and for that, wafer map analysis
is a key. Traditionally, wafer inspection was performed by
experienced engineers who can identify the failure cause
based on the wafer defect pattern. However, such process is
tedious and an automated alternative is desired [61].

Machine learning techniques have been recently proposed
to tackle the job using both unsupervised and supervised
learning paradigms [62]-[64]. With unsupervised learning,
clusters of wafer maps are constructed, and experienced
engineers then label each of them with its defect pattern
[62], [63]. On the other hand, supervised learning techniques
rely on features extracted from the wafer maps to build a
classification model that is capable of classifying new wafer
maps based on their defect type [61], [65]. The aforemen-
tioned approaches rely on a set of features to capture the
spatial properties of wafers. However, these wafers can be
instinctively perceived as images with defect patterns being
spatial features of these images. Hence, the native spatial
characteristics of the defect patterns can be best preserved
by using the natural representation of wafers as images.

In [20], we proposed a novel framework for wafer map
defect pattern classification using deep selective learning.
Beside achieving superior accuracy compared to conventional
approaches by leveraging the intrinsic image representation of
a wafer, our proposed approach exhibits unique features that
are tailored to address two challenges accompanying the task.
One major challenge arises from the fact that some wafers
may exhibit new defect patterns that were not previously seen
by the model during training. In such a case, the model is
expected to give a wrong label which can mask a new type of
defects. Moreover, some wafer maps may exhibit more than
one defect pattern which can overwhelm the classification
model. To handle these cases, we propose using a convolu-
tional neural network with an integrated reject option [66],
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Fig. 10 The CNN network architecture showing both the
prediction and selection heads.

[67]. In other words, given a user set compromise between
risk and coverage during training, the model is trained to
optimize for classification and rejection simultaneously. With
this option, the model can choose to discard predictions with
high risk of misclassification; i.e, the model abstains from
prediction for some samples to maintain a low risk level.
Clearly, the reject option can further improve the accuracy of
the model on the selected samples.

Compared to a traditional image classification network, the
proposed network architecture includes two output heads. The
first is the prediction head implementing the main classifica-
tion function f, while the other is a selection head consisting
of a single neuron with a sigmoid activation to implement
the selection function g. These two heads depart at the end
of the network architecture after the main blocks including
convolutional fully connected layers as shown in Fig. 10.

The new objective of the training process is to minimize
the selective loss while meeting the coverage constraints. This
can be expressed mathematically as new loss function [66]:

Lisg =7(f,9) + A¥(co — c(g))
where ¥(z) = max(0, 2)%.
Here, r(f, g) is the classification loss computed on selected
samples only, c(g) is the average coverage, cg is the user set
target coverage, A is hyper-parameter reflecting the impor-
tance of the coverage constraint, and VU is a quadratic penalty
function.

3)

The second challenge we address in this work is class
imbalance. Defect classes have different frequencies of occur-
rence which typically result in an imbalanced training process
where some minority classes are dominated by other majority
ones. In this work, we propose using data augmentation
to generate synthetic samples from the under-represented
classes. In particular, we train a convolutional auto-encoder
to generate samples from the distribution of the target class
and use synthetic samples alongside the original ones in the
training process [68].

Our experimental results, using the the WM-811k industrial
wafer dataset [69] with 9 classes, shown in 11, have demon-
strated that our approach can achieve superior accuracy when
compared to conventional approach with 99% accuracy under
selective learning framework and 94% under full coverage
setting. Besides, The proposed selective learning scheme for
wafer map defect detection has many advantages on the
application side. We list here three of these applications: (i)
detection of new defect class(es), (ii) resource allocation for
human in the loop setup, and (iii) detection of changes in the
data distribution.

One major advantage of the selective learning scheme is
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Fig. 11 Sample wafer examples for different pattern types:
(a) Center, (b) Donut, (c) Edge-Location, (d) Edge-Ring, (e)
Random, (f) Near-Full and (g) Scratch.

that it allows detecting a new defect class when it shows
up. Intuitively, if a new defect occurs, the model should
abstain from labeling the new defect samples because they
are associated with high risk. To validate this utility, we set
an experiment where one class was excluded from our training
process and all its samples were used during testing. This is
done to test whether selective learning will label the samples
from the unseen class. Results presented in [20] show that,
with selective learning, the model abstained from predicting
a label for all samples belonging to the new class.

Another application is for resource allocation. Such a
model is developed to reduce the cost associated with having
experienced engineers manually label the wafer. Selective
learning provides a perfect allocation of resources as the
model is predicting with high confidence and the high risk
samples, which are typically the most interesting for the engi-
neers, are automatically detected and passed for examination.
Finally, the proposed scheme helps in detecting concept shifts
or major changes in the distribution of the data.

VI. DISCUSSION & CONCLUSION

As shown in the aforementioned applications, the adoption
of recent advancement of deep learning in VLSI design flow
has revolutionized the problem solving approaches replacing
many conventional schemes with data-driven solutions. The
aforementioned applications of deep learning in the field
of manufacturability and yield represent a part of a new
paradigm in the field based on machine learning with the
driving motivation being enhancing performance and speed-
ing up design closure.

In practice, machine leaning models are now generating
solutions that can parallel those of conventional tools, and
are doing that much faster. With LithoGAN and TEMPO’s
unprecedented speedup of more than 1000, a major disrup-
tive approach is being introduced to the lithography simu-
lation field. Similar improvements have been also seen with
remarkable SRAF insertion speedup.

On the other side, trust in machine learning models has
always been a major concern facing the wide scale adoption
of such models in industry. The fact that this issue is now
attracting research attention is a good indication about the
progress being made to adopt such solutions. With our
selective learning scheme, we have proposed a trust-aware
model that can address the trust concern. In fact, a hybrid

system of machine and human intelligence, such as the one
used in our selective learning scheme, can be the best option
to move forward. With machine intelligence doing the bulk
of the time-consuming work human efforts can be tailored
towards better usage while still supervising the machine’s
performance and interfering when needed.

In this paper, recent deep learning applications in the
field of manufacturability and yield are presented. While
conventional approaches to address these tasks are data in-
tensive and computationally expensive, machine learning is
emerging as an alternative framework that can substitute them
while improving performance and/or efficiency, eventually
contributing to fast design closure and good manufacturabil-

1ty.

With the proven success in many applications, wider
adoption of these models still faces some challenges which
relates to data scarcity, confidence and trust, and high resolu-
tion/accuracy requirements in many applications. With more
success at this front in the near future, wider adoption of
machine learning in design for manufacturability in particular
is expected.
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